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Outline

Abstract view on the semantic parser

\ 4

What party did Clay f%stablish?%

paraphrase model

What political party founded by Henry Clay? ... What event involved the people Henry Clay?

t t

Type.PoliticalParty [ Founder.HenryClay ... Type.Event [|Involved.HenryClay

Semantic Parsing via Paraphrasing
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monitor to the lett of the mugs

Az.Jy.monitor(x) A left-rel(x,y) Amug(y)
mug to the left of the other mug

Az.Jy.mug(xz) A left-rel(z,y) Amug(y)

i objects on the table

Az.Jy.object(x) A on-rel(z,y) Atable(y)
two blue cups are placed near to the computer screen
Az.blue(z) A cup(z) A comp.(x) A screen(z)

Grounding and question-answering based on real-world images

M. Malinowski | NLP Reading Group




Natural Language Understanding

e J[ransform the textual input into a logical rep
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nree major components of the semantic parser

Over-approximate the meaning (set of logical forms)

i

e

Learning-based approach to strive away from bad derivations

Compositionality principle to learn ‘more from less’

What are the objects that surround the

v

sofa?

answer(X, ( object(X), close(X,Y), sofa(Y))).

M. Malinowski | NLP Reading Group



Sempre

bridging

-
LRy
~a
~a
~a
~a
~a
~a
a
~u
~u
LIy
~a
~a
~a
~a

Education.Institution

alignment :
MichelleOb . é |
T ; 5 BarackObama
/ \ Female USState - :
Placeslived  Spouse 1992.10.03 ) : ; alignment
/ \ StartDate/ Tylpe E : :
Event21 Eventd” Hawaii - VVhich college did Obama go to ?
\ ContainedBy/ T
- .
Location  Type Marriage UnitedStates ContainedBy = . . . . .
| N Type.University M Education.Institution.BarackObama
/ L]
Chicago/ BarackObama PlaceOfBirth——s-Honolulu *
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J. Berant et. al. “Semantic Parsing on Freebase from Question Answer pairs” EMNLP 2013
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One derivation

Type.City N PeopleBornHere.BarackObama

: ntersect
MichelleObama .
\Gender\ :
Female USState =
PlacesLived Spouse 1992.10.03 * .
/ \ P Type 8
StartDate | -

_—

Event2 Ets\ /Commedgy/”ar" Ewhat Type.CityTown was  PeopleBornHere.BarackObama ?
Locstion Ty Merisge __ UnitedStates Consineaty - oin
Per'son/ 1961-0{04 \p;;tician Ciltv city BarackObama  PeopleBornHere
41M entities (nodes) Alignment Alignment
19K properties (edge labels)
596M assertions (edges) Obama borr

J. Berant et. al. “Semantic Parsing on Freebase from Question Answer pairs” EMNLP 2013
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Main components

max J[ > pyly)p@ [z W)

(v,y)€D y' €GEN(x)

‘ Grammar ‘ ‘ Semantics ‘ I
| |
l Logical forms
‘ Productions ‘ ‘ Lexicon ‘
l I SparQL Sql Prolog
[(syntax_i, semantics_i)]_i
Program > Learning
induction

| |

_ Ontology
Denotations |« Database

l

max H p(d| x; w) = max H Z pd | [y]) p(y | =5 w)
(z,d)€D (z,d)eD y' € GEN(z) where GEN(x) C Y
and p(y' [z; w)=

exp{o(v/, x)Te}
ZyGGEN(:c) exp{o(y, z)T 0}
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From grammar to program induction

‘ Mental construct ‘ one [(N,1)]
— ot ‘ two: [(N,2)]
‘ mplementation olus:  [(R,+)]
minus. [(Ra-)1 (U1 N)]
N — one N Lexicon can be strong or crude
.
N — two Lo e | Jone: [(N.1),(N.2), ..]
2 SUCh as , pIUS [(R1+)1 (Ri-)’ (Ua')]
R — plus forward | _
R — times ; l
S — minus _ N ->B N :forward [B|(N)
N->UN :forward [U]|(N)
N—S5N TSTTNT — B -> N R : backward [R](N]
N —- Ny R Np (I_R—I "N, 7 FNR—l) | | o
grammar semantics Productions and semantic application

l

Program
induction

[(syntax_i, semantics_i)]_i <+—
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Challenges

* “Myriads ways in which knowledge base predicates can be
expressed” [1]

»  “What does X do for a living?”
»  “What is X’s profession”?

e (Ontological mismatch problem

»  “The choice of ontology significantly impacts learning” [2]

» Example: QIl: Whatis the population of Seattle?
Q2: How many people live in Seattle?
MRI1: Az.population(Seattle, x)
MR2: count(Ax.person(xz) A live(x, Seattle))

e Missing coverage

»  “out of 500,000 relations extracted by the ReVerb Open |E system
... only about 10,000 can be aligned to Freebase” [1]

[1] J. Berant et. al. “Semantic parsing via paraphrasing” ACL 2014
[2] T. Kwiatkowski et. al. “Scaling Semantic Parsers with On-the-fly Ontology Matching” EMNLP 2013

o
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http://cs.stanford.edu/~pliang/papers/paraphrasing-acl2014.pdf

Overview of the model

direct
traditiona

‘underspecified | ontology

logical matching

utterance form

(Kwiatkowski et al. 2013) form

logical

,,,,,,,,,,,,,,,,,

araphrase canonical
utterance |

,,,,,,,,,,,,,,,,,,,,

(this work)

Handling mismatch via paraphrase model

/N

Association Vector space

o
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Canonical utterance construction

| Set of canonical
Utterance »| Set of logical forms Zx | » utterances 5 >| Paraphrase model
forevery z € Z,
v v v
[1] 2] [3]
[1] _# | Template Example Question Already shown in

1 | pe Directed.TopGun Who directed Top Gun? page 4

2 | p1.p2.€ Employment .EmployerOf.SteveBalmer Where does Steve Balmer work? . e,

3 | p.(p1.e1Mpa.e2) | Character. (Actor.BradPitt M Film.Troy)| Who did Brad Pitt play in Troy? Assumption about

4 | Type.tfz Type.Composer 1 SpeakerOf.French What composers spoke French? limited - li

5 | count(z) count (BoatDesigner.NatHerreshoff) How many ships were designed by imite CompOSItIC.)na ity

Nat Herreshoff? seems to be crucial
[2] Mapping utterances to logical forms is hard, but generating natural language canonical utterances is not
d(p) Categ. | Rule Example
p.e NP WH d(t) has d(e) as NP ? What election contest has George Bush as winner? o
VP WH d(t) (AUX) VP d(e)? What radio station serves area New-York? d(t), d(e) and d(p) are Freebase descriptions
PP WH d(t) PP d(e) ? What beer from region Argentina? .
NP VP WH d(t) VP the NP d(e) ? What mass transportation system served the area Berlin?  fOI ‘type’, ‘ent|ty’ and ‘property’ . The rules for
R(p).e| NP WHd(t) is the NPofd(e)? | Whatlocation is the place of birth of Elvis Presley? - .

VP WH d(t) AUX d(e) VP ? What film is Brazil featured in? the remaining templates are omitted.
PP WH d(t) d(e) PP ? What destination Spanish steps near travel destination ?
NP VP WHNP is VP by d(e) ? What structure is designed by Herod?

[3] The problem of mapping to the ontology is reduced to scoring pairs (c,z) based on the paraphrase model

max || D p(d|[2]) p(z|z; w) el w) = - exp{¢(z, )70}

/ T
(x,d)ED 2E€Z, 2 €2, exp{p(z’,z)" 0}

max H pld|x; w) = * *

max , o) — exp{p(x,c,z)' 0}
WE?IJQd H Z Z p(d ’ [[Z]]) p(c’ : ‘ . W) pe( , | ) B Zz’ezx,c’ecz eXp{¢(az,c’,z’)T9}

(z,d)eD z€Z, ceC,
M. Malinowski | NLP Reading Group 1
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Paraphrase model

qb(x, C, Z)Te — ¢pr(5€7 C)Tgpr -+ ?blf(x: Z)Telf

ez | ) = exp{o(x,c,z)' 0} l
Pors > ez, vec, eXPio(w, ¢, 2) 10} Paraphrase model Semantic parser
l (Sempre)

prr(ilﬁ, C)Tepr — Cbas(aja C)Teas + ¢Vs($a C)THVS

Association model
e Determine if x and ¢ contain phrases that are likely to be paraphrases
e (Consider all spans of x and ¢ and identify associations
e Using PARALEX corpus [1] to look up phrase pairs in a phrase table
[

' ' ' ' Assoc. lemma(z;.;) A lemma(c;. )
Using WordNet for the derivation links pos(me) A pos(enn)
lemma(z;.;) = lemma(c;/.;/)?
pos(zi:j) = pos(cir:;)?
lemma(x;.;) and lemma(c;/.;+) are synonyms?
lemma(z;.;) and lemma(c,/. ;) are derivations?
Deletions | Deleted lemma and POS tag

Vector space model
e Association model has problems with the coverage

e [Example where the association fails but vector space model works
»  “made” and “headquarter” in “Where is made Kia car?” and “What city is Kia motors a headquarter of

e Represent every utterance I with a vector U, that is average of word2vec words
e The score is an embedding of both utterances UJWUC

x: What type of muszc did  Richard Waqner play

[1] A. Fader et. al. “Paraphrase-Driven Learning for Open Question Answering” ACL 2013
g 1 p il M. Malinowski | NLP Reading Group 13




_Results

FREE917 | WEBQUESTIONS
CY13 59.0 _ Dataset # examples | # word types
BCFL13 62.0 35.7 FREEO17 917 2,036
KCAZI13 63.0 — WEBQUESTIONS 5,810 4,525
This work 68.5 39.9

Results on the test set
FREE917 | WEBQUESTIONS

Our system 73.9 41.2
~-VsMm 71.0 40.5
—ASSOCIATION 52.7 35.3 COHC'USlOﬂS
—PARAPHRASE 31.8 21.3 C
SIMPLEGEN 73.4 40.4 e Paraphrase model is important
Full matrix 527 35.3 e Removing ASSOCIATION results in
Diagonal 50.4 30.6 ,
Identity 50.7 30.4 arger degradation compared to VSM
JACCARD 09.7 31.3 e Full matrix for VSM works the best
EDIT 40.8 24.8
WDDCO06 71.0 29.8

Ablation studies on the validation set

¢ \WebQuestions - a large-scale dataset with question answer pairs
e Google Suggest APl is used to build a set of questions
e Examples:

¢ \What character did Natalie Portman play in Star Wars?

¢ \\What kind of money to take to Bahamas”?

__*What did Edward Jenner do for living?
*?f in p i M. Malinowski | NLP Reading Group 14
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From grounding to question answering

C. Matuszek, et. al. “A Joint Model of
Language and Perception Grounded
Attribute Learning” ICML 2012
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_ mug in front of the monitor;mug1;2;(lambda $x (exists
$y (and (mug $x) (front-rel $x Sy) (monitor $y))))

J. Krishnamurthy, et. al. “Jointly Learning to Parse and Perceive: Connecting Natural Language to

the Physical World” TACL 2013

window)

QA: (What is behind the table?, QA: (what is in front of the QA: (what is beneath the candle

curtain behind the armchair?, holder, decorative plate)
guitar)

QA: (what is in front of the wall
QA: (what is in front of the divider?, cabinet)
curtain?, guitar)

M. Malinowski and M. Fritz “A Multi-World Approach to Question Answering about Real-World Scenes based on Uncertain Input”,

NIPS 2014 (to appear)
o
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Main components

max J[ > pyly)p@ [z W)

(v,y)€D y' €GEN(x)

‘ Grammar ‘ ‘ Semantics ‘ I

| |
!

‘Productions‘ ‘ Lexicon ‘

1 |

Logical forms

[(syntax_i, semantics_i)]_i
Program > Learning
induction
l Scene analysis
v
. Ontology
Denotations |« Database

l

max H p(d| x; w) = max H Z p(d ]| [y']) p(y" | =5 w)
(z,d)€D (z,d)eD y € GEN(z) where GEN(x) C Y

X A

ZyEGEN(:c) exp{¢(y,z)" 0}
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